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TEST EQUATINGi RELEVANT ISSUES AND A REVIRW OF RECENT RESEARCH

One of the most 1mporkant problems In measurement 1s to find
a precise means of comparing different assessment procedures.
Two such procedures, or tests, may be Intended to measure the
same ability. DRoth may deemed to be useful 1In terms of thelir
concurrent or pfedictive validity. liowever, an Important
question is, how can scores on one instrument be compared to
scores on another instrument? That is, can the scores on the two
instruments be linked in any meaningful way?

This issue manifests itself in many measurement
épplications. One of these is concerned with the development of
an interconnected serieg of tests. This can be 1in one of two
forms. Tests can be Interchangeable, alternate forms designed to
have 1dentical psychometric properties. Or, tests can indicate
varying degrees of Intensity of a tralt so that the tests can
measure a single dimension across a wide range of ability. The
first situation reflects horizontal test equating, and the second
reflects vertical test equating.

More formal definitions of test equating have heen proposed.

"

According to Angoff (1971, p.562), to equate two tests 1is "to
convert the system of units of one form to the system of ynits of
the other =-- s0 that scores derived from form. two after
conversion will bhe directly equivalent.” Scores will be

equivalant, therefore, if they have the same percentile ranks on

two tests.
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More recently, lord (1977,1980) has incorporated the notion
of equity into a definition of equating tests. Equity is met
when it 1s "a matter of indifference to applicants at evety given

ability level whether they are to take test x or test y." Several

lmportant requirements are implicit in this -Jefinition of test

equating. First, equating makes sense only if two tests measure
the same ability. Secondly, the equating should be the same
repardless of which test 1s equated to the other. Third: the
equating should be the sam~ repardless of the population from
which it 1s conducted. Finally, as shown In Theorem 13.3.1
{Lord, 1940, p.198), tests cannot be strictly equated unless the
tests are equally reliable or perfectly parallel.

In practice, of course, scores are not perfectly reliable,
and the above conditions are ratrely met. A less rigorous
definition has been used in connection with developing
statistically equivalent tests. Urder this definition, two tests
are equated 1If examinees of equal ability would be expected to
obtain the same score on each test. This haé been referred to by
and by VWhitely & pawis (1974) as an equating of tau-equivalent
measures .

Research into methods of equating tests has been an ongoing
process for the better part of three decades. In the past
decade, however, there has been an upsurge of interest due to the
appiication of 1tem response theory (IRT) methods to test

equating. The focus of this inquiry has been on the development

of new equating techniquis and comparing their effectiveness with




that of traditional approaches. While -Eepresentation in such
journals as Journal of Educational Measurement and Applied
Psychological Measurement s Iincreased, even more papers have
appeared at the meetings of many professional organizations, such
as the American Fducational Research Assoclation, WNational
Council on Measurement 1n Education, and the Minnesota
Computerized Adaptive Testing Conferences.

This paper will look at the two major types of equating -—
horizontal and vertical -~ {n terms of the kinds of questions
test users aqre asking. 7In horizontal equating, the task 1Is to
provide test scores which are directly comparable across test
forms designed to have similar psychometric properties. The
major wuse for horizontal equating hias vswally been in developing
alternate forms of standardized tests, such as the SAT, GRE,’ and
ITRS. One may alco ask about the feasibility of equating scores
across different tests, for example, in obtaining CTBS
equivalents from the ITBS.

For vertical equating, the problem 1is much more complex.
The basic goal 1s to develop scores that will link on a single
dimension several tests of intentionally different difficulties
designed for groups of different abilities. It would be very
convenient to have a way of comparing scores for examinees who
took tests of wunequal difficulty. A major application of this
arises In out—of-level testing, where an examinee takes a level
of a test that 1s appropriate to their ability level but which is
different from the average for their group. A major focus of

this review will be to see how far the present research has
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progressed coward providing reasonahle conclusions for those

wishing to use IRT methods.

METHODS OF EQUATING SCORES

A complete understanding of test equating research requires
familiarity with so-called traditional methods of equating and
with several aspects of latent trait theory. These aspects
include theoretical models, parameter estimation procedures, and
equating techniques. It is heyond the scope of the thls paper to
provide a survey of 11 these topics. They have been covered in
detail 1in other sources. In this section, some of these
references will bé provided. The authors will assume that the
reader 1s familiar with at least some of these references.

There are two major types of traditional equating methods -—
linear and equipercentile. Other types have been ptoposed, but
the 1linear and equipercentile approaches have heen the most
commonly used, and recent research has focused almost exclusively
on then. An extended treatment of these methods has been
provided by Angoff (1971). That discussion summarizes
theoretical distinctions, equating designs, methods for equally
and unequally reliable tests, and standard ertors.

When using item response theory to equate tests, one npust
first decide on the latent trait model that best fits the data.
The most commonly used models are the Rasch, or one parameter

logistic, model (Rasch, 1960) and the two and thtee parameter
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models (Birnhaum, 1968). A summary of latent trait models can he
found in Namhleton & Cook (1977) and Hamhleton, Swaminathan,
Cook, Eignor, & Cifford (1978).

Once the mudel is specified, ftem and person parameters need
to be estimated. There is a great deal of literature concerning
different estimation precedures. TFor test equating studies,
methods hased on maximum likelihood have heen wnsed almost
exclusively. For the Rasch model, unconditiconal estimation
procedures hy Wright & Panchapakesan (1969) and the BICAL program
of Wright & Mead (1976) have heen used frequently. Conditional
procedures have heen developed (see Custaffson, 1980), but they
have heen used only rarely in test equating research. For other
latent trait models, the LOGIST program (Wood. Wingersky,. & Lord,
1976) has been hy far the most frequently utilizeé program.

When parameter estimates are ohtained, test scores can then
he placyd on the same scale. This scale can he the ability
scale, standard score scale, or raw score scale. Procedures for
accomplishing this linking have been discussed hy Lord
- (1977,1980), Marco (1977), and Wripht (1977). These are hased
primarily on a 1linear transformation of the ahility scale.
Different approaches have been developed recently, and these will
he menticaed later. All IRT equating is hased on raw scores.
Lord (1980) descrihes two methods for obtaining raw scores that
can be used for equating -- estimated true scores and estimated
observed scores. Almost all research has utilized the former
method.

Because of the volume of recent research, it would be
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impossible to review every paper. We have attempted here to
include the most well=knowr papers as well as a fair sampling of
lesser known studies. Any omissions are not intended to reflect
on the quality of the papers not cited. Surely, by the end of
this conference, a npunber of additional papers will have heen
presented, and this paper may to some extent become dated. A
conclusion that will hecome apparent in this review is that the
field of IRT equating 1s in midstream and has long way to go
toward providing some definitive answers about these methods.

As an ald to summarizing the following studies, tables have
been prepared. These list the papers and classify them according
to the test used, mcdels used, test length and type, sample gize
and type, method of assessment, equating design, and kinds of
copnpatrisons made. These are intended to aid the reader in
referring quickly to some of the relevant dimensions of the
studlies.

THE RASCH MODEL

Not surprisingly, a majority of the research on test
equating has focused on the Rasch or one parameter logistic
model. The simplest of the latent trait models, 1t provides
several advantages over other IRT models. Probably the most
important of these 1S that the raw score 1is a sufficient
statistic for estimating ability. Initial studies using the
Rasch model investigated the so-called invariance properties of
the model in one ¢f two ways. First, two samples are

administered the same set of items and the two sets of item
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difficulty estimates compared. This is an example of person-free
item calibration. Secondly, two sets of items are fiven to the
same sample and the two sets of ability estimates compared. This
latter situation is referred to as item~free person measurement
and reflects a design that could be applied to test equating.
The following studies are summarized in Table I.

In his i{nitia} operationalization of the Rasch model, Wright
{1968) 1llustrated hoth aspects of Invariance with item response
data From the Law School Admissions Test {(LSAT). For sample-free
item calibration, comparing high and low ability samples, Wright
found that test calibration curves based on the two sets of
ability estimates were very close together. With the same set of
data, easy and difficult suhtests were formed and ability
estimates were obtained for each examinee, thus  assessing
iten-free person measurement. Wright developed a "standardized
difference score” for each individual and claimed that 1f only
tandem error were present such differences would have a mean of
zero and a2 standard deviation of ... *n this studv, obtained
values were very clese to zero and one,respctively. In this way,
support for both types of invariance was found. siyilar evidence
was found by Anderson, Kearney, & Everett (1968) who, for two
samples of nearly equal ability, obtained a correlation of .96
between the two sets of 1tem difficulty estimates. These early
studies therefore provided some evidence supporting the
invariance claims of the Rasch model.

In a similar study, Tinsley & Dawis (1975) looked at Four

types of analogies tests and semples from four very different
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populations. Ten compariscns were made between palrs of samples
on the same test, and sets of difficulty and ahllity estimates
vere correlated. The results did not follow & clear pattern.
Correlations hetween sets of difficulty estimates ranged from
-.08 to .98. Generally, Jower correlations seemed to occur
hetween the most dissimilar samples. Iligher correlations tended
to occur with larger sample sizes and longer tests. lowever,
someé notable exceptions made these generalizations very
tentative. In particular, this study dealt with some very small
samples and short tests. In this study, ability estimates
between 1dentical raw scores were -correlated for pairs of
samples. In all cases, this correlation was .999, even though
item difficulties correlated as low as ~.08. As noted by Whitely
{1977) and Divgi (1981), test and item calibration are relatively
independent concerns.

In hoth the Anderson gnd Tinsley papers, an attempt was made
to assess the effect of removing items that did not fit the Rasch
model. In the Anderson study, this resulted In an 1Increase in
the correlation bhetween item estimates. In the Tinsley & Dawis
study, changes in the correlation coefficients were inconsistent
as mnmisfitting 1items were removed. Some correlations decreased,
and some increased and then decreased. In fact, one correlation
decreased from .88 to .18 as misfitting items were removed Of
course, this shortened the test considerably and preobably made
calibration less reliable. Clearly, an {mportant variabie in the
equating outcome is the model upon which the test is constructed.

Unfortunately, this toplc has been largely neplected in the
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equnting literature {see Cook & Eignor, 1981):

One of the first studies to compare different sets of items
vas conducted hy Whitely & pawis (1974). These investigators
divided n 60~item verbal nnalogles test into two 30-item suhtests
In three different ways: odd and even items, easy and hard items,
and random suhsets of items. They assessed their results 1in
terms of the two ahility estimates for each examinee, one from
ench item set. Wright"s standardized difference statistic was
used to summarize the results. For the odd-even and random sets
comparisons, the menns and standard deviations were very close to
zero and one, vrespectively. [llowever, 1in conparing easy and
difficult items, the wvariance of the standardized difference
scores was significantly greater than one. The authors
suggested that poor fit to thz Rasch model may have influenced
this latter result. It turned out thnt 57% of the hard items and
23% of the easy items did not fit the model {40% for the entire
test). Reasons for the misfit were not studied. Presumably,
more guessing occurred on the harder test. At any rate, the
authors concluded that the Rasch model was to some extent
invariant for this set of data even though the items were fairly
deviant from the Rasch model.

While the sbove studies investigated situntions relevant to
test equating, they were not In fact equating studles since no
sets of items were actually linked together. 1In 1974, the final
report of the Anchor Test Study (ATS) was published by Loret,
Seder, Bilanchini, & Vale. This was a large-scale équating of

!
several forms and 1levels of seven puhlished rqading test

i

T
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batteries. Llnear and equipercentile approaches were used to
link raw scores on these tests. While iter response theory was
not used In this study, it did4 provide the data used 1In sgeveral
later studies.

}he first of these involved an application of Rasch
procedures to the ATS data by Rentz & Bashaw (1977). Rentz &
Bashaw developed the National Reference Scale {¥RS) for reading.
This scale provided direct raw score comparisons for 28
test/level combinations. This, in effect, treated the 2,644

<
items on all tests as a calihrated item pool, any subset of which
-y

could produce a score on the ¥RS. Assessment of the ad;;;acy of
the equating process was done by looking at the wvariability of
ability estimates across repeated administrations of the same
test. This was accomplished because each test was administered
to somewhere bhetween 14 and 28 samples. The standard deviation
for each raw score ability level was computed and averaged for
all raw score groups to provide 2a single index for each
test/level combination. These ranged from .00f to .041 logits.
Relative to the ability scale itself and ko the standard error of
an {ndividual”s ability estimate, these values were quite gmall.
Therefore, the authors concluded that there was sufficient
fnvariance tc justify the Rasch equating.

Up to this point, the research has shown gome support for
the validity of the Rasch model. With tests of similar
difficulty and samples of comparable ahility, Rasch horizontal
equating seems to provide reascnable results. To he sure, this

provides two major improvements over traditional methods because:
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1) item subsets can be tallored to specific groups and 2)
statistically equivalent forms can be developed despite
unintended differences in difficulty. On the other hand, these
studles do raise some questions about the 1limits of Rasch
invariance. The Whitely & Dawls study suggests that ability
estimates were not quite as Invariant when subtests were
deliberately different in difficulty. Tinsley & Dawls point to
the potential problem of small samples and samples which are
wildely different from one another.

Some of the above difficulties have been 1nvestigated
through vertical equating where tests of unequal dif{iculty and
samples Gf un2qual ability were employed. In an analysis of the
Anchor Test Study data, Slinde & Linn (1977) found that vertical
equating using the equipercentile approach resulted 1In large
discrepancies in grade-equivalent and scaled scores for the same
examinees on different levels of a published test. The authors
suggest using latent trait models for vertical equating.

Slinde & Linn (1978) conducted a vertical equating

.investigation with the Rasch model that was both a replication

and an extension on one part of the Whitely & Dawis and Wright
{1968) studies. Whitely & Dawis noted that the variance of
standardized difference scores on easy and difficult subtests was
slightly larger than would be expected with random purely
measurement error. Slinde & Linn replicated this situation. In
addition, they investigated the stability of equating when 1item
difficulty estimates were obtalned from one sample and then

applied to a different sample. Tn practical wvertical equating
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studles, these two samples may differ widely in ability.

In the Slinde & Linn study, a 36 item achievement test was
divided 1into easy and difficult subtests. A sample of 1307
incoming college freshmen was divided into high, mediun, and low
ability groups bhased on their performance on the easy subtest.
The high and low groups only were ysed for {item and ability
estimates. It tur;ed out that the two subtests vielded similar
results for a group <{using Wright“s stendardized difference
index) when that same group was used in the test calibration.
This corroborated the results of UWhitely & Dawis and Wright.
However, this did not ocecur when a group other than the one for
whom the results are applied was 1{involved in the parameter
estimation process. Substantially different ability estimates
resulted from the two subtests, as much as 1.2 log ability wunics
{logits). 1In other words, an examinee”s equated score on
different levels of 2 test varied depending on the ability level
of the sample on which the equating was based. This was a clear
violation of Rasch model invariance.

To be sure, the conparisons 1involved 1In this study were
severe. The easy and difficult subtests differed by almost two
raw score standard deviations. The high and low ability groups
differed by about 1.8 logits. Nevertheless, some limits to Rasch
Invariance were demonstrated that cast doubts on its use In
vertical equating.

Custafsson (1979) criticized $linde & Linn for dividing
their sample into ability groups based on performance on the easy

subtest of the same test used for efuating. Gustafsson showed
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through a simulation that a spurious lack of model fit could bhe
introduced in such a situation due to a regression artifact.
Slinde & Linn (1979) conducted a reanalysis with a set of
data drawn from the Anchor Test Study, using £ifth graders.
Three ability groups were formed based on aqata from the
California Tests of Basic Skills Reading Comprehension subtest,
but analysis was carried out on the SRA Reading Test. The
procedures were the same af before except calibiation was also
done for the middle ability group, providing an additional
comparison. The ‘results generally supported the earlier study.
Moreover, widely dJifferent ability estimates were obtained
whenever the low group was used either for calihration or
comparison. Results involving only the middle and high groups
showed comparable ability estimates from the two subtests. Thi-
led the a2uthors to cggclude that guessing played a role in the
poor results, a conclusion shared by Custaffson (1979). The
authors noted correlations of =-.68 oand =.38 between 1item
difficulty and discrimination indices for the low and middle
groups, respectively. Such a negative correlation is indicative
of fallure to estimate non-zero lower asymptotes. This would
imply that 2 more fully-parameterized model would have provided
better results. It also 1implies that Rasch vertical equating
might give better results iIn situations where guessing 1s

minimized.

Several researchers have examined the viabhility of Rasch
vertical equating when differences between item sets and ability

groups were less extreme, Loyd & Hoover (1980) wused three
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levels of 1Iowa Tests of Basic Skills (ITBS) Math Computations
Test and three samples ci pupils from the sixth through eighth
prades. Fquatings were conducted across adjacent and
non~ad jacent laevels using the three samples as  separate
calihration groups Thelr results supported the Slinde & Linn
studies iIn that the equating hetween any two levels was
influenced by the group upon whicb the equating was hased. There
was no definite trend, except that perhaps, as in Slinde & Linn,
an exsminee would receive a higher ability estimate 1if he/she
took the test at the level of the calibration group.

In looking for causes of the 1inadequate Rasch equatings,
Loyd & Hoover were coﬁce;ned that curricuvlum content across grade
levels, particularly in mathematics, might not represent a uni-
dimensional scale. To investigate this, they performed a
principal axis factor analysis of the to*al item set. The
analysis showed that more than one factor was present 1In the
total 1item pool. Since unidimensionality is a hasic assumption
for IRT models, these results ralse questions ahout the wuse of
such models for certain tests. On the other hand,
unidimensionality is {mplicit to test equating in general. For
two tests to be equated in a meaningful way, they must measure
the same trait. It may be that certain types of tests, such as
curriculum-hased tests, can not be equated because what they
measure changes from level to level.

Finally, Guskey (1981) recently conducted a Rasch wvertical
equating with the ITBS Reading Comprehension Test=-levels 9-14.

These tests and levels were also used hy Rentz & " Bashaw (1977).
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Adjacent levels were equated, using only one calibration group at
each level. Thus, 1issues raised by Slinde & Linn and Loyd &
lloover concerning cross-validation were not addressed here.
llowever, CGuskey compared the Rasch ability scale to the
publisher”s prade-~equivalent scale for raiw scores on each of the
test levels. The two scales, not surprisingly, differed widely
at extreme ability levels. Moreover, in one area neat the middle
of the ability scale, the three lower levels (%9-11) of .éhe tast
unexpectedly produced Jlower Rasch ability estimates than the
three higher 1eve1s‘k12-14). Additional evidence suggested that
tle Rasch estimates were more indicative of the actual abilities
of the examinees than prade—equivalent scores. While these
results do not challenge sample invariance, they do sugpest a
clear improvement over publisher”s pgrade-equivalent norms. On
the other hand, Guskey minimized guessing by using only hiéh
ability examineces. The dataz therefore probably fit the Rasch

model reasonably well.

THE THREE PARAMETER LOGISTIC AND OTHER MODELS

Following research on the Rasch model, several researchers
have quite naturally investinated the applicatica of other lateat
trait models, most notably the three parameter logistic model, to
test equating. This research has focused on comparing different
stratepgies using the same data set, the most frequent comparison

being the three parameter versus ths one parameter logistic
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(Rasch) model. A large portion of this work has been conducted
at Fducational Testing Service under the direction of Dr.
Frederic tLord. Perhaps because these papets tend to be more
complex and larger in scope than thoe for the Rasch model alone,
they are not as numerous. The studies that are discussed in this
section have been summarized in Table 2.

One of the first comparative studfes of this sort was done
by Marco, Petersen, & Stewart (1979). This was a very large
study, so it will discussed in some detail. Forty 1linear, two
equipercentile, and the one and three parameter logistic models
were examined under a variety of conditions Including random and
dissimilar samples, internal! and external anchor tests, and
different types of criterion scores and summary statistics. For
any single comparisoi, only the best (least error) linear model
was presented. Cenerally, there were two distinct studies 1In
this project ~- one, In which a test was equated to itself
(horizontal equating) and two, in which tests of unequal
difficulty were equated (vertical equating). In all situations,
an anchor test design was used where one form of a total test was
administered to one group of examinees, a second form given to a
second group of examinees, and a common anchor test given to hoth
groups. For evaluating the adequacy of the equating, two
statistics were developed. Total error, or mean Ssquarle error,
was defined as a sum of squared differences {weighted) between
equivalent scores. Secondly, squared bias was defined as the
mean Squared difference between equated scores. It 1s easlily

demonstrated that squared hias is a part of the total error.
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TABLE 1 .

RASCH MODEI, STUDTES

LTEMS SAPLES |
PAPFR TESTS (number=k) (nupthor=n) i
: f
ﬁrlnht (1968) LSAT k=48 law students: n=976 ‘
Anderson et. al. (1968) intellipence screenlny | k=45 ' Australinn armed forces:
test 11=618 ; n,=874
Whltely & Dauis (1974) unpublished verbal k=60 ; 30 items per suhtest college and high school

Tinsley & Dawis (1975)

Rentz & hashaw (1977)

Slinde & Lfun (1978)

Sllnde & Linn (1979)

Loyd & lloover (1980)

tnskey (1981)

analogies test

wnpubl?shed verbal
analosies

CAT, CTBS, ITBS, AT,
STEP 1T, SRIA, SAT:
see Anchor Test Study

CEEB: tath Achievement
Test level 1

SNA — 'Blue Level from
Anchor Test Study

ITBS: Math Comprehensic
Levels 12-14

ITBS; Reading
Comprehension;
Levels 9-14

|

4 tests:
numbers:

plcture, word, symbol,
k=25-60 per test

2 forms of each test:
k=59=121 per test;
k=2,644 total

n=36; 18 per subtest
comprehension and vocabulary
k=48,12 (respecitively)

n k=45 per level; 30 item
overlap between adj. levels

k=60-81 perlevel; 38-58 ltem
overlap between ad]. levels

students; n=949

4 samples: high school
& college students, Voc.
Rehiab, clients, civil
service employees

4th thea 6th graders
n=1300-2009 per sample
42 total samples

incoming freshmen college

n=1,307 total; 3 subsample

S5th graders; n=1,633
3 subsamples

6th thru 8th graders;
n=1{,956

6th thru 3th praders
of hich ability;
n=6,000; 1,010 per level

.J,

19
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TABLE 1 (contd.)

PAPER

TYPE OF ENUATING

HETITON 0F ASSESSHEAT

COMPARTSONS MANL

risht (1968)

Anderson et.al. (196%)

Whitely & Pawis (1974)

Tinsley & Dawis (1975)

Rentz & Bashaw (1977)

Slinde & T.inn (1973)

Slinde & Linn (1979)

Loyd & Hoover (1980)

fuslkey (1981)

horizontal & vertical

samples of equal
ability

horizontal & vertical

samplas of different
ability

horizontal & vertical

vertical

vertical

vertical

vertical

standardized dJdif ference;
comparison of test calibration
curves

correlations between sets of
estimates

standard difference scores

correlations between sets of
ability & difficulty estimates

standnrd deviation of parameter
estimates ncross items & persons
standardized differences
standardized dif ferences

praphic presentation

correlations and mean
differences hetween Rasch
and G-F scores

abil ity estimates from
easy & hard subtests;
difficulty estimutes from
"smart" & "dumb® samples

difficulty estimates from
two samples

ability estimates bascd on
easy vs. hard; odd vs. evel
random subsests of items

10 comparisons: pairs of
samples responding to the
same test

All test forms placed on
the Rasch ability scale

cross-val idation of
ability estimates

cross-validation of
ability estimates

crogs- validation of
ability estimates

comparison of Rasch ability
scale with publisher's
rrade~equivalents

21
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TABLE 2

TIREE _PARAHMETER Alll} OTH

LR MODELS

PAPER TESTS HNDELS ITFiS SAMPLLS
{(number=k) (mumber=n)
Marco, Petersefp, SAT ~- Verbal Rasch, three parameterf antonym,analopy, high school students

& Stewart
(1979)

Kalen (1981) ITED -~ fth & 7th ed.

Petersen, Cook§ SAT ~- Verbal & Math
& Stockine

(1981)

Conk, Dunbar, SAT/PSAT-tlat., Merit

& Fignor (1981]

two equipercentile,
forty linear methods

Linear, efuipercentile,
one, two, and three
parameter models

3 linear models,
equipercentile,

three parameter model!:
partial pre-
calibration &
concurrent calibration

2 linear methods,
equipercentile, three
parameter model

.sentence completion,
reading comprehension
k=54,35 (total test)
k=20,341-50 (anchor)

vocabuelary, quantitativ
k=40 (vocab.)
k=16 (quant.)
7th ed. has 2 levels

Verbal (see above)
Math: math, data
k=60

Verlhal and Math

(see above)

PSAT: k=65 (Verbal)
=50 (Hath)

(mostly)

2 samples/10subsamples
u=1,5%77 per suhsample
random and dissmilar
subsamples

9th thru 12th graders
n=1,579-1,925

per grade/form
combination

high schoel students
(mostly)

n=2,0670 per sample

5 samples

mostly hish school
students
n=2,0 per sample
3 samples
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TARLE 2 (contd.)

PAPER

TYPE OF EOVATTIG AND TOUATING DESIGE

HETHODS OF ASSESSHIIT

‘farco,
|’etersen, &
Stewart (1979)

|bolen (1931)

IPetersen, Cook |
& Stockinn
(1981)

jCook, Dunbar,
& Fignor (1981)

LY
A) tlorfzontal equating: equating a test
to itself threugh anchor tests:
a) internal anchor tests
h) external anchor tests
¢) two internal anchors differing
in difficulty {rom total test

B) Vertlical equating: total tests of
different difficulty:
a) through anclior of intermediate
diffieulty
b) two total tests equiated directly

A) lorizontal equating: 6th ed. & 7th
ed. (J.evel IT)

B) Vertical equating: fith ed. & 7th
ed. (Level I)

Test forms randomly assiened te examinees,
therefore, randomly equivalent groups taking
cach test

External anchor test -- scnle drife:
test equated to itself through five
intervening forms, cach with a separate
anchor test

Internal anchor test: old SAT and new PSAT
have items in common.

A) Criterion score: test score ftgelf

B) Criterion gcores calculated in two ways:
a) IRT equipercentile
b) direct equipercentile

For both A and B two summary statistics
calculated:

a) mean square crror (total error)

1) squared bians (mean difference squared)

Cross-valldation statistic: total mean
square error applied to an tudependent
sample .

Orisinal total test score used as criterion

Summary statiatics! Mean square error
and squared bias (sece above)

Hean square error and squared bias (see above)
three parameter model scores used as criterion

Fi
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TABLE 2 {(contd.)

PAPER

TESTS

!
MONTLS

ITEMS
{(numher=k)

SAMPLES
{(mmber=n)

Coweli (1931)

Folen &
thitney (1981)

Patlence (1981

TOLFL -- 3 forms
SLEP

General Fducatlional
Development (GED)
12 forms

ITED -- Expresslion

modified and f{ull
three parameter,
Rasch, and !inear

equipercentile, linear
Rasch, three parameter

Rasch, two, and three
parameter models,
equipercentile

Iritten Expresslion,
Reading comprehension,
Listening

k=40,65,50 (resp.)

5 subtests: writing,
science, social studied
reading, math
k=89, 60,60,40,502(resp.)

Correctiouns, Spelling
k=49,14 (resp.)

k=6 (anchor)

total test divided intd
easy, medium, and ’
hard subtests of 25
items each

large and small samples
n=2,009-3,172 (large)
u=292-317 (small)

adules == high school
equivalency '
n=215 per form

n=2) In cross-
validation

9¢th thru 12¢h graders
n=1,070 per grade
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TABLE 2 (contd.)

PAPFEi

TYPE OF FNQUATINC AHD EQUATING DPFSICH

HETHODS OF ASSESSHENT

Cowell (1¢91)

Kolen &
Whitney (1981)

tatience (1981)

Internal anchor test: equating alternate fornmd
with commoti items
Comparisons mude betucen pairs of models
and sampl: sizes

florizontal equating: each examinee glven
one test form and anchor test

Vertical equating: calibration hased on
12th grade sample. Easy, medium, and hard
subtests are equated with 9th thru 11tk
grades, respectively

Summary statistics: mean squared difference,
mean absolnted difference, squared bias,
maximm absolute difference, variance of

dif ferences

squared bias and imprecision indices applied
to cross-validation sample

AMOVA: forms X methods

anchor test score fs used as the criterion
score,

correlation between derived and obtained
scores

Score obtained from original data set
tised as criterion score (originally,

all examinees responded to all {tems)

$1
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For the horizontal equating part of the ;tudy, Marco et. al.
found that, when the anchor test was equal in difffculty to the
two total tusts, the linear and IRT methods performed well. With
an internal anchor, the equipercentile approach also worked well.
With an external anchor, the Rasch model did slightly better.
With a parallel anchor test, the type of sample mattered very
1fttle. when the anchor test was easier or more difficult than
the total tests, random samples showed very little error. On the
other hand, the IRT models were wvastly superfor to the
traditional methods with dissmilar samples (samples of unequal
ahility). ¥Neither IRT model was clearly superior to the other.

When tests of unequal difficulty were equated, the best
linear method displayed large total errors, followed by the Rasch
model. The three parameter model performed with the least amount
of error when IRT-hased criterion scores were used in the
equating. The equipercentile method was the best method when an
equipercentile criterion score was used. This indicates some
degree of bias in the criterion (the authors also 1indicate that
the horizontal equating criterion score may have favored the
Rasch model). This would present a serious problem 1in
interpreting the results.

The results of this large study clearly indicate the
supertority of IRT methods in horizontal equating where samples
are not randomly chosen. In practice, that is usually the case.
For vertical equating, the Rasch model produced a large total
error, a finding which 1s consistent with the Slinde & Linn

(1978,1979) and Loyd & Hoover (1980) studies. Findings for the
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equipercentile approaches were puzzling. This approach worked
fairly well using equipercentile criterion scores. This
conflicts with Slinde & Linn (1977) who showed poor results with
that approach. It should be noted, hovever, that entirely
different test batteries were used in the two studies. As will
be digcussed later, this 1is potentially a critical factor iIn
comparing equatinpg studies.

The three parameter'a model was far superior to the one
parameter model for vertical equating in terms of total error, no
matter which eriterion was used. This iIs not surprising since
the SAT Verbtal items are known t0o be fairly difficult. The
degree of guessing that could result would seem to sugpest that
estimating iower asymptotes of 1fem characteristic curves will
reduce totagl error. Interestingly, the one parameter model
showed less squared bias than the three parameter model when
equating was done between easy and medium difficulty tests and
considerably more squared hias when the equating was done between
med{ium gnd hard tests. Between easy and hard tests, the three
parameter model showed less squared bias and total error.
Perhaps, with the easier tests, less puessing occurred, and the
one parameter podel therefore provided closer fit to the data
than 1t would with the more difficult tests. This conclusion
would be supported by the Rasch model research reported earlier
{(Cuskey, 1981) where the effect of guessing was minimized.

In another recent study; Kolen (1980) expanded on Marco et.
al, by studying a number of IRT models as well as a2 linear and an

equipercentile method. K¥olen equated vocabulary and quantitative
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thinking items separately 1in two edicions of the Iowa Tests of
Fdu. 2tional Development. One of the editions contained two
difficulty levels, the more difficult of whieh was equivalent to
the other edition. This provided both a horizontal and wvertical
equating comparison. With one, two, and three parameter models,
two types of IgT equating were studied -~ estimated true score
equating (Lord, 1980; p. 199) and estimated observed score
equating (Lord, 1980; p. 202). 1In addition, a modified Rasch
model was wused 1In which the common diserimination (slope) was
allowed to vary between the two tests being equated. Another
uniqueness to the Kolen study was the use of a cross—-validation
sample and statistic. The tests to be equated had no 1items 1in
common, and each test was administered to an independent, random
sample. Therefore, there was no repeated measurement anywhere in
the design. BPut since the samples, 1including an independent
cross= validation garoup, were randomly cssipgned to their tests,
the expected ability distributions were the same. The statistic
used for evaluation was a welghted mean square error of
differences in equated scores for the cross—validation samples.
The results obtained with this statistic are somewhat
confusing, suppesting a complex interaction hetween item content,
difficulty level, and the model. For vertical equating, the
Yinear and Rasch models performed poorly, supporting previous
research. Also, the three parameter model and equipercentile
models did very well. Of the two IRT equating methods, the
estimated observed score method was slightly better than the

estimated true score method. For horizontal equating, the
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results were more inconsistent. There was a large difference
hetween vocabulary and quantitative items and hetween Supposedly
alternate forms. In general, the estimated true score method for
the three parameter model produced the hest results, hut the
linear model did quite well,. The estimated true score Rasch
model did well for the quantitative items.

This study supports previous research on the 1nadequacy of
using the Rasch model for vertical equating. The Marco and Kolen
studies sugpest that the three parameter model performs hetter in
a varilety of situations. Kolen attributes this to failure to
account for guessing. For the three parameter model, he notes
that the difficulty 1in ohtaining true score equivalents helow
chance level may have heen the reason for that method to perform
relatively better ;t vertical equating. Also, there may he
problems with the LOGIST propram in assessing the lower asymptote
parameter, which in this study had a differential Impact on the
two difficulty levels of the tests.

With regard to vertical equating, most of the research that
has heen discussed has demonstrated the superlority of the
three-parameter model over the Rasch model. Failure to account
for lower asymptotes has heen cited as a primary reason for this.
An interesting contradiction to this generalization can he found
in a study by Patience (1981) using the Fxpression Test of the
Iowa Tests of Educational Development (ITED) and samples of ninth
through twelveth pgraders.

In Patience”s study, scale scores were ohtained from all

examinees to all 63 items. These were the criterion scores used
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for comparison against scores derived through equating. The
total test was divided into high, medium, and low difficulty
subtests. Item responses of eleventh praders to the hard test,
tenth praders to the middle test, and ninth graders to the easy
test, and an Intermal anchor test of six overlapping 1items
between adjacent levels formed the basis for the equating. There
were 1,000 examinees at each grade level. Correlations between
equated ability estimates were used to compare the equipercentile
, one, two, and three parameter models. In terms \of these
correlations, the three parameter model was outperformed by the
other three models. Even with below chance level scores removed,
the correlation for the three parameter model was lower than for
the other methods. Patience offers several reasons for the
results, short test lenpth, small sample sizes, and lack of
unidimensionality, the last 1issue of which would preclude IRT
equating. 1In addition; the correlations produced here were

based on ability estimates from the 25 items of moderate
difficulty for each sample. These estimates were correlated with
ability estimates based on 63 items of which the previous 25 were
a subset. For ninth graders, the total test was more difficult
than the subtest. For eleventh graders, the total test was
easier. A spuriousness to the correlations could have been
introduced by the overlap of items on which each ability estimate
was based. There also could have been an effect due to grade
level. It would be interesting to recalculate the correlations
within each grade level separately and with overlapping items

from the total test removed.
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Several studies have been done that are concerned with
comparing equating methods {Cook, Dunbar, & Eignor, 1981; Cowell,
1981; KXolen & Whitney, 1981; Petersen, Cook, & Stockinp, 1981).
Each has focused on different aspects of the equating problem.

Small sample size was suggested by Patience to he a
contributing factor 1In the poor pcrformance of the three
parameter model because the estimation procedure had difficulty
converging. Sample size gs an Independent variable was studied
by Cowell (1981) with the Test of English gs a Foreign Language
(TOEFL). Cowell compared several IRT models with large samples
(2,000-3,000) and small samples (about 300). In equating
alternate forms of the TOEFL, differences between equating
methods and samples sizes were quite small. The tests were
probably very similar 1in difficulty and samples were probabhly
equal 1in abhility. In this study, stahle three parameter
cstimates were produced by the small samples. Scores derived
with the linear model were used as the criterion scores. the
linear model. Discrepancles resulting from wusing small as
opposed to large samples were less than discrepancies resulting
from using the one as opposed to the three parameter model. This
finding was clouded somewhat by using the linear model as the
criterion, so that discrepancies represented agreement hetween
the models rather than adequacy of the equating.

On the other hand, a study by Kolen & tthitney (1981) wusing
the General Educational Development Tests (CGED) found that with
small samples (170-198), a npumber of extreme Iitem parameter

ostimates wore produced with the threc parameter model. Thisg
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sugpests problems with the estimation procedure that contrihuted
significantly to equating error, a finding consistent with
Patience”s results. This study involved a horizontal equating of
alternate GED test forms. It seems likely in these studies that
the data fit the three parameter model to varying degrees.
Patience,for example, decided initially to eliminate 12 of his
original 75 {items due to nonconvergence of 1item parameter
estimates.

One source of error in the equating process for IRT methods
1s the translatfon of item difficulty (and ability) estimates for
different sets of items to the same scale. Theoretically, this
can be acconplished through 2 linear transformation iInvelving the
means and standard deviations of item difficulties. Petersen,
Cook, & Stocking (1981) compared three translation procedures for
the three parameter model with six editions of the SAT Verhal and
Mathematics Tests. Three linear and one equipercentile method
were also compared. The design of this study was failrly unique.
An original SAT was equated through five intervening forms to
itself. Each palrwise equating was done through an anchor test
design of overlapping items. The initial test thus served as its
own criterion. One of the translation procedures, called
concurrent calibration, was a simultaneous estimation of all item
responses from each palr of tests (including the anchor). For
the other two metltods, called partial pre~calibration,
calibration was made separately for each test/ anchor
comhination. In a "fixed b”s” procedure, item difficulties at

one step were calibrated. For overlapping 1tems, item
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difficulties were fixed for the next calihration, thus forcing

all tests to be placed on the same scale. For an “equated b“s”

procedure, each test/anchor combination was calibrated separately
and then linked through a sequential 1linear transformation.
Along with appropriate graphical preseuntations, Petersen et. al.

used a weighted mean square difference (total error) and mean

difference squared {squared hias) as summary indices {the same
statistics were used by Marco et. al. (1979).
The results first of all showed that the Verbal and Math

tests responded quite differently to the same equating methods.

For the Verbal tests, the equated b“s method was surprisingly

close in predicting initial scale scores. The other procedures

all overestimated initial scores, and the linear methods were all

fairly close to one another. The equipercentile method had the

largest total error. Moreover, the other methods were systematic

in their overestimation, while the equipercentile approach showed

a very erratic pattern of error. The total error for the

traditional methods was at least three times that for any IRT

method. These results were generally consistent with those of

Marco et. al. (1979) for the SAT Verbal test. llowever, the

models used in each study were not ideutical.

For the Math test, the equated b"s method had a total error

that was more than three times that for auy of the other methods

and more than double the scaled score standard deviation. Two of

the linear methods -- Levine”s Fqually Reliable and Unequally

Reliahle methods (see Angoff, 1971) ~- and the concurrent

calibration method performed with the least amount of error. The




26

equipercentile approach again showed an erratic pattern of
errors. All methods - except equated b”s overestimated scores.
All TRT methods underestimated at the lower end of the ability
scale and overestimated at the upper end.

Reasons for the Inconsistency hetween Verbal and Math tests
are not clear. There could have been a difference in the degree
of parallelness between the test forms, or perhaps a difference

in _the degree of model fit. TItem responses for reading

compregension ltems that are grouped around a passage are
probably not locally independent. Another possibility is that
the differences could be due to random fluctuations of the tests
that happened to be chosen. lowever, the similarity of the
results for the Verbal test to those of Marco et. al. tends to
supgest that some sort of more systematic process is underlying
test content in these cases.

In another comparison of wverbal and quantitative Iitems,
Kolen (198l) also found substantial inconsistencies between the
two types of tests with regard to the relative adequacy of the
different equating models. Kolen & Whitney (1981) found smaller
discrepancies hetween several different types of achievement
tests. On the other hand, they noticed some differences in the
factor structures of their tests.

The studies discussed so far have used a wide wvarlety of
tests. llow the content of the test might have affected directly
the equating results {s not clear. However, underlying
dif ferences may be important. Studies that have factor analyzed

their tests have shown that more than one suhbstantial factor
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typically exists, thus violating unidimensionality. 1If, for the
above or other reascns, the content of the test affects equating
outcome, as seems likely, then 1t becomes very difficult to
compare results across studies where different tests are used.
The recommendation for a practioner to use the method that gives
the best results for a particular equating seems questionable
because we do mnot know as yet how well such results will

generalize to new samples.

MONTE CARLO METHODS

In the research discussed above, conclusions are derived
from real test data. While the data has the desirable property
of being representative of actual test results, it syffers from
severai major drawbacks. The sample sizes required for a test
equating study almost necessitate the yse of a data sets from
large testing projects. Because of this, independent variables,
such as samples sizes, test lengths, {tem factor structures, etc.
can not be actively manipulated by the researcher. In every case
cited above, It is difficult to 1Interpret results because the
superiority of a particular method could be due to sample size,
poor data fit to a model, criterion bias, the content of the
test, multidimensionality, and many other factors. In nost real
data cases, one cannot unconfound the influence of these factors.

Fonte Carlo research offers the possihility of being able to

manipulate independent variabhles in an experimental fashion. The
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ma jor drawback to such methods 1Is of course simulating data that
i1s realistic. 1In different terms, simulation can provide answers
to many questions of internal validity with regard to equating
research. At the same time, 1ts major limitation 1s providing
enough external wvalidity, or generalizeahility. Relative to
empirical research, Monte Carlo studfgﬁ%mﬁave received little
attention in the IRT literature. MNost of the work has dealt with
paramcter cstimation and robustness of models. To the authors”
knowledge, no significqpt simulation of a test equating has been
done. Still, some of the research has implications for equating.

Curry, Rashaw, & Rentz (1978) investigated tfic robustness of
Rasch ability estimates when the equal discrimination condition
was violated 1in a number of ways. They studied differences in
the shape of the ability distribution, the difficulty of the test
relative to the sample, the percentage of items fitting the Rasch
model, and the degree of misfit for items not fitting the model.
Misfit was described in terms of item discriminations unequal to
the average discrimination. 1In comparing the estimated ability
far each examinece with the true value, the error associated with
a data set that perfectly fits the Rasch model wa? used as a
yardstick.

The results sugpgested that estimated ahilities were fairly
close te thelr original value In most situations of misfit,
relative to the calculated minimum standard error of measurement
for an ability estlmate. This would geem to indicate that the
Rasch model 1{s robust with regard to uncqual discrimination. On

the other hand, an ANOVA using absolute differences as a
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dependent variahle produced unexpected results. TFor tests of
appropriate difficulty for the sample, the mean ahsolute
differcnce hetween estimacted and true ability increased as the
percentage of fitting items increased The authors could offer no
explanation of these findings, not did ther attempt to assess the
significance of this trend.

Several issues must be kept 1in mind when viewing these
results. First, the authors attempted to make their simulation
as realistic as possible hy basing thetr choice of 1levels for
each {independent variahle on that found in real test data (Rentz
& BRashaw, 1677). This was commendahle: On the other hand, the
data was generated from the two parametc» logistic model, thereby
not including any effect due to guessing. This was further
insured by a =zero correlation hetween discrimination and
difficulty parameters. In a recent study, Yen (1981) has shown
through simulation that the relationship between sets of ability
estimates from two latent trait models depends largely on the
generating model. This suggests that perhaps different results
would have bheen obtained had data been generated from a three
parameter model in which lower asymptote values could be fixed.

In the Curry study, the average discrimination for all tests
was held constant. 1In terms of realistic test equating, suhsects
of 1items rarely have equal averape item discriminations. Thus,
even when difficulty parameters are on the same scale, the
abllity estimates may not be. For cxample, If the test is
appropriate in difficulty for the sample, ahility cstimates will

increase wmore rapidly 1in the wmiddle range for a more highly
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diseriminating test. Therefore, wunder such circumstances,
unequal discrimination could affeet Rasch abllity estimates.
Curry sugpested this problem could be overcome by rescaling
ability with the average 1item discrimination. However, Divgl
{1981) provided evidence that a more highly discriminating test
will show a Mhigher ability estimate at the upper end of the
distrihution and a lower estimate at the lower end than will a
test with a lower discrimination. Such a systematic error would
not be remedied by a proportional constant across te entire
scale. In his study, Keolen (1981) investigated a2 modified Rasch
model 1n which the two tests belng equated were allowed to have
different average discriminations. However, this procedure did
not consistently Iimprove equating results.

Failure to account for guessing has bheen discussed 2as a
reason for the inadequacy of Rasch vertizal equating. Evidence
for this is cited in a negative correlation between difficulty
and discrimination parameter estimates. {(To compuie this
correlation requires the estimation of discrimination
parameters.) One sirulation has been attempted by Gustaffsoen
(1980) tc assess the impact of difflculty=-discrimination
correlations on ability estimation. BRlas was measured in this
study in terms of ability estimates within the same group versus
estimates derived from another group and applied to the first
nroup. This represented a replication of the methods used by
Slinde & Linn (1978,1979). The results showed that when
dif ficulty and discrimination were uncerrelated, mean ability

estimates from high and low ability groups were very similar.
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llowever, for a positive or negatifehéorrelation, a considerable
bias resulted. For a negative correlation, higher ability
estimates resulted from estimation within the group wheose ability
matched the test”s difficulty level. That is, for example, for
casy items, a higher ability estimate would be obtained from
parameters estimated by the low ability group. Such a bias is in
the same direction as that reperted by Slinde & Linn. These
results sugpest that guessing was a major factor in the poor
Rasch vertical equating for those studies.

Several methodolepgical improvements could be made feor future
work. For TRT research, a data matrix {s usually generated by
comparing prebabilities of success for each item (these are based
ca the IRT model) with a uniformly distributed random number. It
seems reasonable to use a set of parameters that reflect perfect
fit to some model to obtain an estimate of the amount of random
error in the simulation process. However, it might be possible
that the expected distribution of errors for such a precess could
be derived. To date, the authors know of no one who has
attempted to do this.

These few simulations have bharely scratched the surface of
what needs to be known about test equating. Monte Carlo studies
are typlecally costly and difficult to run, and so there has
probably been a purely economic reluctance te conduct such
research. On the other hand, the active manipulation of
independent variables 1is something that can not he accomplished
with empirical studies, except on a post hoc basis. The scant

research thus far has supgested that the Rasch model is sometimes
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robust tc ahility differences 1n parameter estimation and
sometimes not.

Some of the {issues that could be dealt with through
silmulations include:

1) How does uwnequal average discrimination affect equating error?
2) How do various types of content or multidimensional fit affect
equating error?

3) can the effects due to shifts in population distributions of
ability be separated from equating srror?

4) what is the effect of differential reliability of the two
tests on equating results?

One methodological consideration to be  npade by the
researcher 1s to decide on the model from which the data will be
pgenerated. For the Rasch model, the two or three parameter
logistic model could be used, but the researcher faces the issue
of whether or not these models adequately represent test data 1in
real 1life. What then becomes the focus of study is the extent of
agreement hetween two models, one o©of which contains fewer
parameters than the other. That can be useful, depending on how
realistic the fuller model {is. For researclr on the three
parameter model, a major problem arises, namely, what should the
genetating model bhe? If a four patameter model is used, what
should he the additional parameter? The same holds true for
dimensionality studies, although perhaps some  hootstrap
approaches might be improvised (e.g. using factor scores). These
methodological concerns have not Yet been addressed.

Despite these problems, Monte Carlo methods hold a great
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deal of promise for assessing some of the test equating problems
that cannot be addressed throupgh empirical studies. Moreover,
the authors believe that until such work is completed, further

work with existing data sets will not be very useful.

ISSUES RELEVANT TO TEST EQUATING

In reviewinpg test equating research, many more questions
have be2n raised than have been answered. The results clearly
indicate that no single method 1s superior to the others in all
contexts. Because of this research needs to be broadened to
include specific aspects of the equating preblem. One thing that
has become clear 1s that research which at the time seemed toO
support one model or another {in this case usually Rasch) can be
challenped in light of what has been done since then.

In this final section, we shall discuss several issues that
are pertinent to test equating but which have received little
attention thus far. We shall also try to provide directions for
future research and summarize the conclusions reached in this

paper.

Assessing adequacy of equating
In the studies that have been discussed, a number of mecthods
have been introduced for evaluating how well equating procedures

performed. In many cases, the choice of methed was guided by
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limitations in the design of the study. Still, some comments are
In order hecause the conclusions reached in a study are
influenced by the manner in wvhich the results are evaluated.

For exa-ple, Uright”s standardized difference index has been
used frequently. A mean of zero and standard deviation of one is
a necessary hut not sufficient condition for 1item=free person
measurement. As a summary statistiec, systematic differences in
ahllity estimates can average out to a 2ero ahsolute mean
difference. Divpgi (1981) demonstrates how this can ocecur hy
using a residual plot across the raw score scale. In his
exanple, using data from the Metropolitan Reading Test, he showed
that 2 difficult subtest ylelded higher ahility estimates at the
extremes and an easy subtest ylelded higher ahility estimates 1in
the widdle of the raw score distrihution. Yet, the mean and
standard deviation of standardized differences were =.024 and
1.21, respectively. llow well this example goneralizes remains to
he seen. On the other hand, Whitely & Dawis (1974) reported
valves similar to those of Divegi“s example. 1t would have heen
helpful iIn this and other studies to have seen standardized
differences plotted as a function of the raw score or ahility
scale.

Much the same could he said of correlating sets of ability
or difficulty estimates. As Tinsley & Dawis (1975) have shoun,
ability estimates can correlate almost perfectly even though
difficulty estimates correlate nepatively or not at all.
Correiations can also he influenced by extreme cases, and they

are fairly i mune to differences between variances of twc sets of
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estimates. pecause of the these prohlems, correlations are at
hest only a crude estimate of Invariance. One does not know thow
high correlations shownld be. Most studies have suhjectively
appralsed their values, hut It could turn out that .95 |1is
suhstantially lower than one would predict from a particnlar
model.

Many studies, particularly those comparing several IRT
models, have used a mean square error concept as a summary
statistic. This 1s a traditional «concept 1In assessing
measurement error. ¥ith respect to test equating, comparisons
between two sets of ability estimates or estimated true or
observed scores 1imply that one of the sets is the criterion, or
true, distrihntion. The total mean square can be hroken down
into hias and Imprecision indices. The major problem with this
approach 1s that hoth sets of estimates are hased on fallihle
scores and neither one is truly a ecriterion measure. The problenm
of the ecriterion has never been solved. This is laryely a
theoretical issue. According to Lord (1980, Theorem 13.3.1),
tests cannot be strictly equated unless they are perfectly
reliable or strictly parallel. DBecause this 1s almost never
true, tests can only be equated in a tau-equivalency sense (see
Whitely & Dawis, 1974, p. 170), that is, in terms of expected
scores on two tests. In the empirical studies reviewed here,
error of equating is confounded with person measurement error.
To the authors” knowledge, no study has yet been done to try to
separate test unreliability from equating error.

A variance approach may also contain hiases that can affect
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a measure of how well certain models perform, Kolen & Whitney
(1981), for exanple, noted that a relatively large variance of
converted equating scores will result in a relatively large value
of 1imprecision and hence of total error, The authors helieve
that this was a reason for a higher value for the three parameter
model than for others. Conversely, the possibility exists for a
model to loolk better than it really is, simply because of a small
variance of equated scores.

Another aspect of this problem 1is bias In the criterion
score 1itself. This score could be an estimated tprue score,
ability score, scaled score, or a raw seore. Marco, Petersen, &
Stewart (1979) addressed criterion bias 1in their study. For
horizontal equating, a test was equated to itself, with the test
score serving as the ecriterion. The authors felt that this
procedure may have favored the ﬁasch model bhecause more ICC
parameters were fixed at constant values than for other IRT
nodels. 1In the vertical equating portion of their study, the
criterion scores had to be calculated. It turned out that the
mean square errors for the various models were considerably
dependent on the method used to calculate the criterion scores.
In other studies (Cowell, 1981; Cook, Dunbar, & Eignor, 1981),
equated scores from one of the models was used as the criterion.
In these cases, mean square error became a measure of agreement,
and so 1t was Impossible to tell 1f any method worked well at
all.

What 1s to be done in light of such conflicting information?

Obviously, some research nee¢ds to bhe done on th: matter of
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criterion hias., Also, we need to know more about equating from a
distribution theory point of wview. That 1s, what is the
distribution of error from I®T equating mnethods? For the
present, ti.: authors recommend that conclusions based on a single
sunmary statistie be considered very questionable. Multiple
assessment procedures should bhe utilized. An especially
important  procedure 1s to examine differcnces 1in ability
estimates at points across the entire ability scale so that any
systematic errors may be spotted. Studies which have provided
such graphical or scatterplet techniques have been inherently

more useful.

Sources of equating error

The previocus discussion has pointed out the need for mPre
investipation {Into sources of equating error. The purpose of
this is to sec what systematic errors may result from the cffects
of different linking procedures, differential reliability,
parameter estimation, and shrinkage.

In the Petersen, Cook, & Stocking (1981) study, vastly
different results were obtained from the the three linking
procedures even thﬁugh all were based on the three parameter
model. According to Lord {personal communication), perfect
correlations between difficulty estimates are not found for two
major reasons =-- lack of model fit and sampling fluctuations.
Lord points out that the latter probably predoninates 1in real
data sets. HMost studies 1In the literature wused a lineas

transformation hased on the means and standard deviations of item
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difficulty estimates. For the three parameter model, such a
transformation ipnores Information from the discrimination and
lover asymptote parameters. Recently, methods have heen proposed
viiiech are based on minimizing the differences between item
characteristic curves {(Divpl, 1980, Haehara, 1980; Stocking &
Lord, 1982). These methods are more complex, but initial results
seem encouraping.

Another source of error in equating lies in the estimation
of parameters. Difficulties 1in estimation were mentioned by
Kolen {1981) and Patience (1981) as a problem with their results.
While a detafled examination of procedufes is beyond the scope of
this paper, several comments can be made. One of the major
criticisms made by ¥Wright (1977) of the three parameter model was
that discrimination and lower asymptote parameters could not be
estimated without severe restrictions "heing placed on the
estimates. In a simulation stody Ree (1979) noted that the
quality of parameter estimation with LOGIST and other programs
depended partly on the characteristics of the ahility
distribution of the sample on which estimation was based. Work
by Reckase (1979) investipated parameter estimation in
conjunction with sample size, length of the anchor test, and the
type of linkinp procedure. His resulis suggested that for larger
sample sizes the ..ngth of the anchor test was not critieal.
Larper samples in this case meant 300 or more for the Rasch model
and 1,000 or more for the three parameter model. The issue here
i1s really a question of which is more costly in a practical sense

-~ poor parameter estimation or failure to include souces of
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vartation In the model. It”s an interesting research topic and
one that has rarely heen explored directly.

Another source of equating error that has not to the
aunthors”™ knowledge becn investipated 1s the effect of umequal
test reliabilitfes. As has been discussed previously, unequally
reliabhle tests cannot meet Lord”s equity requirement. However,
some assessment needs to he made of this problem 1in order to
estimate any systematlc effects that may occcur iIn the equating
process. This seems particulariy important for  vertiecally
equated tests, where examinees” scores on In—-level and
out~-of~level tests are conmpared.

Finally, there 1s some concern over the generalizeability of
equating results. In many of the early equating studies,
parameter estimates used for equating were derived from the same
group for vhom the equating results were applied. However, iIn
later studies (Yolen, 1981; Loyd & loover, 1980; Slinde & Lion,
1978,1979), calibration hased on one group was applied to
another. Tor the Rasch mnodel, the results were not quite as
encouraging. The situation is similar to that of shrinkage for
nultiple regression. The best recommendation to account for
this, made by Kolen (1981) and Kolen & thitney (1981), is to use

a cross~validation sample whenever possible.

Multidimensionality
Violation of the unidimensionality assumption has been the

least studied of several possible deviations from IRT models.

And yet, this may ultimately be the most Important source of
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misfit. As has been previously pointed out, multidimensionality
precludes the use of these IXT methods, but it also Iin a more
general sense, precludes equating altogether. Consider,for
instance, specifically changes in curriculum content across grade
Tevels., Does 1t make sense to equate two test levels when their
content differs? 1In some cases, it may not he meaningful at all
to equate vertically.

Factor analysis 1is the most frequently used- method of
assessing unidimensfonality. This 1is usually obtained with a
non-rotated principal factors solutioun with estimated
conmunalities 1in the diagonal of the 1interitem correlation
matrix. Repardless of problems with the procedure,
interpretation 1is problematic. Typically, one wishes te account
for as nmuch variance as possihle with the first factor.
Unfortunately, this TFirst factor, frequently laheled a general
ability factor, is not necessarily the trait that was supposed to
be measured by the test, that 1s, reading comprehension,
vocahulary, cte. If the first factor accounts for say 75% of the
varfance on a nath test, this does not in any way indicate that
the test 1s unidimensional and that dimension is math. The trait
called math could only be extracted through rotating the
solution, a procedure which tends to spread out variances across
factors.

A major resson why multidimensionality has nct  been
investigated 1s that it is an immensely more difficult issue to
study. Multidimensional latent trait wmodels have not yet bheen

consistently theorized nor have parsmeter estimation procedures
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been developed, although exanples of two dimensional models can
be found in Lumsden (1978) and Goldstein (1980).

An examination of empirical equating studies shows why this
issue deserves more attention. Many of the studies (e.g. Koien,
1981; Petersen, Cook, & Stocking, 1981) found considerable
differencé in the adequacy of wvarious equating methods for
different types of tests. As yet, we do not know what
characteristics of these tests cause the differences. It
certainly makes comparisons across different studies difficult If
not impossihkle. The bhest that can be recommended to the
practicner is to select the method that works hest for their
particular test. That I{s a weak recommendation hecause one does
not know how consistent the results will be on cross-validation
and because of the problems of defining the criterion score.

The lack of knowledge about multidimensionality 1s a major
obstaclé to interpreting equating results. This 1Is not geant to
Ee a criticism of previocus research hut an 1llustration of how
new the field of IRT equating 1s and how far it needs to go

hefore definitive answers can be attained.

Out=of=level Testing

A growving literature that has heen rela .sely independent of
the test equating studies 1Is the research ©on out-of-level
testing. Out—of-Jevel testing concerns the testing of examinees
at a level of a test battery other than the omne that would
usually be assigned to them according to grade cr age. Several

studies in recent years (Ayrer & McNamara, 1973; Long, Schaffran,
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& n:llogg, 1977; Ozenne, 1979) have convincingly demonstrated
that substantfally different pgrade—equivalent scores result from
in-level versus out—of-level testing of examinees. Most of this
research has dealt with students functicning at a level below
their prade level. Testing such examinees at a level appropriate
for their skills allows for a much better assessment from a
diapnostic and instructional point of view. However, no one Is
sure how to place scores on the scale of the in-level test.

Vertical equating offers a possihle gsolution. The work of
Slinde & Linn (1977) suggested that IRT methodology might provide
a better solution than traditional approaches. lowever, test
equating research has paid 1little attentfon sc far to the
literature on ouwt-of-level testing. There is virtually no
cross-referencing between the two literatures. A result of this
is that test equuting research has not addressed the problem of
interpreting out-of-level test scores. Of the studies reviewed
here, only one (Guskey, 198l) has compared the latent trait
ability scale to the grade—equivalent scale. Ancther possible
solution {is out-of-level norms. To the authors” knowledge, no
out has compared such norms to the latent ability scale.

School sy:. ‘ms are facin; today the probiem of appropriate
test levels. To date, the IRT literature has not focused on the

prohlem directly, and .- real needs exists for f{urther study.

Practical implications of results
For test usera, the results of IRT equating research thus

far must seem quite confusing, The field has simply not
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developed to the point that very many conclusions can be reached.
In other words, many questions of critical concern have not been
fully ansyered by the rescarch thus far. These include:

1) whether IRT methods provide bhetter equating results that
traditional methods.

2) Whether it ts better to develop out-cf-level testing scores
throuph vertical equating or separate norms.

3) Whether latent trait ahility estimates provide a more wvalid
measurement of ability than grade-equivalent or other standard
scores.

In terms of future research, further empirical) studies with
one test or another are not likely to be useful. Some work with
Monte Carlo procedures would be very helpful in terms of
exarining potential influences on equating results. In addition,
there will probakly be a trend toward assessing specific sources
of equating crror such as  parameter estimation, linking
procedures, and test reliability. Finally, some theoretical work
is needed with the distribution theory of equated scores.

Recommendations for practical applications of test equating
based on our review of the Iliterature can be sumparized as
follows:

Fer horizontal equatiag,

1) No singtle method i{s consistently superior tg the others.

2) 1f the data are reasonably reliable, tests are nearly equal in
dif ficulty, and samples are nearly equal in ability, prohably any
wethod will achieve satisfactory results.

3) The Rasch nmodel should not be ysed where a syhstantial amount
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of puessing has oceurred.

4) The three parameter model should not be used with small sample
sizes (less than 1,000).

5) Poyulation changes should be 1investipated {f the equatings
take place over a long period of tiwe.

For vertical equating,

1) The Raseh model shonld not be used at al) unless test
difficulties differences are small and guessing 1s minimized.

2) the thiee parameter model has not been proven to he superior
to the Rasch model: very little work has been done with it 1in
vertical equating.

3) In terms of content differences, it may not be meaningful at
all to equate vertically.

4) Yhen a vertical equating must be done, the safest procedure at
th:is time would probahly be to use an equipercentile approach.

In peneral,

1) Results should be cross~validated wvhenever possihle.

2) muiltiple procedures shsuld be used to evaluate equating
results. These inciunde hot!. summary statisticy and graphical

presentations.
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